
Advanced Algorithms: Solution of Homework 2

1. Consider the eigendecomposition: A = UΛU−1.
Then, λI +A = λUU−1 + UΛU−1 = U(λI + Λ)U−1.

2. Let x ∈ Rn. Then, x⊤ABA⊤x = (A⊤x)⊤B(A⊤x) ≥ 0.

3. Suppose A ≽ 0. Then A = UΛU⊤, where U is orthonormal, and Λ is diagonal with nonnega-
tive diagonal entries. Let V := UΛ1/2U⊤ (V is symmetric and is called square root of A and
denoted by A1/2). We have V V ⊤ = V 2 = A. Suppose now A = V V ⊤ for some matrix V . Let
x ∈ Rn. We have x⊤Ax = x⊤V V ⊤x = ∥V ⊤x∥2 ≥ 0.

4. Consider the eigendecomposition: A = UΛU⊤. Since the map x 7→ U⊤x is an invertible map
from the unit sphere onto itself, we have max∥x∥=1 x

⊤UΛU⊤x = max∥x∥=1(U
⊤x)⊤ΛU⊤x =

max∥y∥=1 y
⊤Λy. The proof finishes by observing that for any y ∈ Rn such that ∥y∥ = 1, we

have y⊤Λy =
∑n

i=1 λiy
2
i ≤ λmax

∑n
i=1 y

2
i = λmax. The proof for λmin is identical.

5. Let x ∈ Rn nonzero. Then, ∥Ax∥2 = x⊤A⊤Ax = ∥x∥2 (x/∥x∥)⊤A⊤A (x/∥x∥) ≤ ∥x∥2λmax(A
⊤A).

6. Consider the eigendecomposition: A = UΛU⊤. Then, A⊤A = A2 = UΛ2U⊤.
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