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Definitions and Notations

Gaifman graph

Given a o—structure 2, its Gaifman graph G(2l) is defined as:
e V(G(2l)) = A (the universe of )
o (x,y) € E(G(2)) iff

e XxX=y
o Jrelation R € o, tuple t € R* such that x,y appear in t
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Definitions and Notations

Gaifman graph

Given a o—structure 2, its Gaifman graph G(2l) is defined as:
e V(G(2l)) = A (the universe of )
o (x,y) € E(G(2)) iff
e xX=y
o Jrelation R € o, tuple t € R* such that x,y appear in t

@ If 2l is an undirected graph then its Gaifman graph G(2) is
simply 2 with self loops

@ If A is a directed graph then its Gaifman graph G(2l) is the
undirected version of 2l with self loops

Note: 2 is always an undirected graph.

3/24



Definitions and Notations

Distance in the Gaifman graph

Let x,y € V(G(2A)). We define the distance of x and y in the
Gaifman graph as

the length of the shortest path from x to y ,d path

dy(x,y) =
a(xy) {+oo .3 path

The function defined is non-negative, symmetric and subadditive,
satisfying all the properties of a metric function.
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Definitions and Notations

Distance in the Gaifman graph

Let x,y € V(G(2A)). We define the distance of x and y in the
Gaifman graph as

the length of the shortest path from x to y ,d path

dy(x,y) =
Ql( y) {+OO ,ﬂpath

The function defined is non-negative, symmetric and subadditive,
satisfying all the properties of a metric function.

Let 4 = (a1,...,an) and Z} = (b1,...,bm) be tuples of elements of
V(G(2)) and c € V(G(2)). We define

du(@,c) = min dy(aj,c) and dm(?,?) = min _min dy(a;, bj)

1<i<n 1<i<n 1<j<m
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Definitions and Notations

Balls and Neighborhoods

Let o contain only relation symbols and let 2 be a o—structure
and 7 = (a1,...,an) € A". We define the r—ball around 7 as

BMF)={becA| dy(d,b)<r}
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Definitions and Notations

Balls and Neighborhoods

Let o contain only relation symbols and let 2 be a o—structure
and 7 = (a1,...,an) € A". We define the r—ball around 7 as

BMF)={becA| dy(d,b)<r}

r—Neighborhood

The r—neighborhood of 7 = (a1,...,an) € A" is the o,—structure
N2(Z), where:

o the universe is BY(7)

@ each k—ary relation R is interpreted as R* restricted to
BY(7); that is R*n (BX(7))"

@ n additional constants are interpreted as as,...,a,
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Definitions and Notations

The =4 relation

Let 2,8 be o— structures where ¢ only contains relat|on symbols.
Let T € A" and b € B". We write (2, 3) Sy (B, b)
if there exists a bijection f : A — B such that for every c € A

NE(F )= N2 (B ()

In the case of n =0, we write 2l S4B
if there exists a bijection f : A— B such that for every c € A

NG (c) = Ng (f(c))
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Definitions and Notations

The =4 relation

Let 2,8 be o— structures where o onIy contains relat|on symbols.

Let T € A" and b € B". We write (2, 3) Sy (B, b)
if there exists a bijection f : A — B such that for every c € A

NE(F )= N2 (B ()

In the case of n =0, we write 2l S4B
if there exists a bijection f : A— B such that for every c € A

NG (c) = Ng (f(c))

The 4 relation says, in a sense, that locally two structures look
the same, with respect to a certain bijection f; that is, f sends
each element c into f(c) that has the same neighborhood.
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Definitions and Notations

Hanf-locality

An m—ary query @ on o—structures is Hanf-local if there exists a
number d > 0 such that for every 2,9 € STRUCT[0], & € A™,

?eBm

(,3) Sq (B, B) implies (7 € Q) < b € Q(B))
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Definitions and Notations

Example in Hanf-locality

f l J NGl
two cycles of length m
\ A ‘/

G2
I I one cycle of length 2m
/

Let's assume

that the graph connectivity
query Q is Hanf-local and
hir(Q) =d. Let m>2d+1
and choose graphs G and G2,
We have |V(G})| = |V(G2).
Let f: V(GL) — V(G3)

be a bijection. Since each
cycle is of length > 2d +1,
the d—neighborhood of any
node a is a chain of length 2d

with a in the middle. Hence, G} <4 G2 which implies that G}
and G2, must agree on Q. But G}, is disconnected and G2 is
connected. Thus, graph connectivity is not Hanf-local.
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Definitions and Notations

Gaifman-locality

An m—ary query @, m> 0, on o—structures, is Gaifman-local if
there exists a number d > 0 such that for every 2 € STRUCT (o]
and 5?,53 eA”

N3(a1) = N3(33) implies (a1 € Q(A) «» 3 € Q())
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The smallest d for which the above condition holds is called the
locality rank of Q and is denoted by Ir(Q).
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not definable in a logic L then amounts to showing:

@ that every L-definable query is Gaifman-local

e that @ is not Gaifman-local
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Definitions and Notations

Example in Gaifman-locality

Let's assume that the transitive closure query @ is Gaifman-local,
and let Ir(Q).

If a and b are at a distance > 2r + 1 from each other and the start
and the endpoints, then the r—neighborhoods of (a,b) and (b, a)
are isomorphic, since each is a disjoint union of two chains of
length 2r.

Hence, this implies that (a, b) belongs to the output of Q iff (b, a)
belongs to the output of @, which contradicts the assumption that
Q defines transitive closure.

Thus, transitive closure is not Gaifman-local.
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Definitions and Notations

Hanf-locality vs Gaifman-locality

Most commonly Hanf-locality is used for Boolean queries.
Then the definition says that for some d > 0, for every
2,8 € STRUCT(o], the condition 2 =4 B implies that 2 and B

agree on Q.
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Definitions and Notations

Hanf-locality vs Gaifman-locality

Most commonly Hanf-locality is used for Boolean queries.

Then the definition says that for some d > 0, for every

2,8 € STRUCT(o], the condition 2 =4 B implies that 2 and B
agree on Q.

While Hanf-locality works well for Boolean queries,
Gaifman-locality is often more helpful for non-Boolean queries.

The difference between Hanf-locality and Gaifman-locality is that
the former relates two different structures, while the latter is
talking about definability in one structure.
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Locality of FO

Hanf-locality of FO

Every FO-definable query Q is Hanf-local.

3k—1
If Q is defined by an FO[k] formula then hir(Q) < :

2
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Locality of FO

Hanf-locality of FO

Every FO-definable query Q is Hanf-local.

3k—1
If Q is defined by an FO[k] formula then hir(Q) < :

2

We will us the following Lemma, without proof.

%
If (A,3) Sagr1 (B, b), then there exists a bijection f: A— B
such that

(A, ¢) Sy (B, bF(c)), for all c€ A
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Locality of FO

Hanf-locality of FO

Proof
@ Base case: k=0
Let Q be a query defined by ¢ € FO[0] then
= - , _
(A, F) So (B, b) means that (7, b) defines a [ﬁl’tl:’:ﬂ
isomorphism between 2 and B, and thus Z and b satisfy
the same atomic formulas. Hence

301

hir(Q)=0< ~—

@ Inductive hypothesis:

3k—1

Let Q be a query defined by ¢ € FO[k] then hir(Q) < 5

13/24



Locality of FO

Hanf-locality of FO

@ Inductive hypothesis:
Let Q be a query defined by ® € FO[k + 1], then & is the
Boolean combination of formulae of the form 3z¢(X, z),
where qr(¢) < k. Then it suffices to show that for every query
@ defined by a formula of the form 3z¢(X,z) then hir(Q’) is
bounded by the same number
Let (A, 7) Sanir(e)+1 (B, b) then by Lemma 1" 3 bijection

f:A— Bsuch that (2, J¢c) S Shir(g) (B, b f(c)), for all c € A.

A= Tzp(F,z) <= A= ¢(F,c)
=B E¢(b,f(c)) = B =3z¢(b,2)

3k-1 . 3kt —1
e

Hence hir(Q) <3-hir(Q')+1=3-
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Locality of FO

Example

Let's assume that query @ tests for being a balanced binary tree

and is defined by a formula in FO[k].
k

Then, “Theorem 1" yields r = hlr(Q) <
Take d much larger that r and define trees T; and T, as shown.

d \ d \ d \ ,1;\d1@ ‘@

Both T3 and T, have 2973 — 1 nodes and 2972 leaves and realize

the same type of r—neighborhoods and hence T; <, T». But this
contradicts the Hanf-locality of the balanced binary tree test, since
T7 is balanced, and T5 is not.
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Locality of FO

Gaifman-locality of FO

If @ is a Hanf-local non-Boolean query, then Q is Gaifman-local
and

Ir(Q) <3-hlr(Q)+1

16/24



Locality of FO

Gaifman-locality of FO

If @ is a Hanf-local non-Boolean query, then Q is Gaifman-local
and

Ir(Q) <3-hlr(Q)+1

We will use the following Lemma, without proof.

If A S B and Ny, 1 (F) 2 NE,,(B) then (%, 3) Sq (B, b)
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Locality of FO

Gaifman-locality of FO

Proof
Let Q be a non-Boolean query on STRUCT[O’] with hlr(Q) =d.
Let 2 be a o—structure and let N3d+1(al) d+1(a_2>)

Since A S4 A (identical functlon) and N3, 1(31) = N3y, 1(33) by
“Lemma 2" we have that (2,3]) Sq (A, 23).
Since hir(Q) =d

(A,3]) Sq (A, 23) implies that (3] € Q(A) <« 35 € Q(A))
Hence
N3y11(31) = N3y41(35) implies (31 € Q(A) <= 33 € Q())

Thus
Ir(Q) <3-hlr(Q)+1

17 /24



Locality of FO

Gaifman-locality of FO

By combining “Theorem 1" and “Theorem 2" we get

Every FO-definable non-Boolean query Q is Gaifman-local.
k+1 _ 1

If Q is defined by an FO[k] formula then Ir(Q) < S
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Locality of FO

Example

Given a graph, two nodes a and b are in the same generation if
there is a node ¢ (common ancestor) such that the shortest paths
from c to a and from c to b have the same length.

Let's assume that query @ tests if two nodes are in the same
generation is FO—definable Ir(Q) = d.

aop ai, agq

sa . -
bo b ba  bat1 baay1

We have that Nsl(ad,bd) ~ N?I[(ad,bd+1). But this contradicts the
Gaifman-locality of the same generation test, since ay, by are in
the same generation, and ay, bgy+1 are not.

19/24



Locality of FO

Lower Bound

Suppose that ¢ is the vocabulary of undirected graphs: that is,
o = {E} where E is binary. Define the following formulae:

o do(x,y) = E(x,y)

o di(x,y)=3z(do(x,z) Ndo(y,z))

o dit1(x,y)=3z(dk(x,z) Ndk(y,z))
For an undirected graph, di(x,y) holds iff there is a path of length
2k between x and y; that is, if the distance between a and b is at
most 2X. Hence, Ir(dy) > 2k=1  However, qr(dk) = k, which shows
that locality rank can be exponential in the quantifier rank.

20/24



Winning Games and Locality of FO Revisited

Bijective Ehrenfeucht-Fraissé game

Let 2 and ‘B be two structures in a relational vocabulary.
The k—round bijective Ehrenfeucht-Fraissé game game is played
by the same two players, the spoiler and the duplicator.
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Let 2 and ‘B be two structures in a relational vocabulary.
The k—round bijective Ehrenfeucht-Fraissé game game is played
by the same two players, the spoiler and the duplicator.

e If |A| #|B|, then the duplicator loses before the game even
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@ In the i—th round, the duplicator first selects a bijection
fi : A— B. Then the spoiler plays either a; € A or b; € B. The
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Bijective Ehrenfeucht-Fraissé game

Let 2 and ‘B be two structures in a relational vocabulary.
The k—round bijective Ehrenfeucht-Fraissé game game is played
by the same two players, the spoiler and the duplicator.

e If |A| #|B|, then the duplicator loses before the game even
starts.

@ In the i—th round, the duplicator first selects a bijection
fi : A— B. Then the spoiler plays either a; € A or b; € B. The
duplicator responds by either f;(ai) or £,1(b;).

1
The duplicator has a winning strategy after k rounds, if after k
moves we have a partial isomorphism between 2 and 8.
If the duplicator can win the k—round bijective game we write
2A =20 98 and clearly 2 Ei” B implies A=, B
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Winning Games and Locality of FO Revisited

Gaifman Theorem

Let o be relational. Then every FO formula ¢(X) over o is
equivalent to a Boolean combination of the following:

e local formula ¢()(X)

@ sentences of the form

3Xla-"axn</\a(r)(xi)/\ /\ d>2r(X,'7Xj)>

i=1 1<i<k<s
Furthermore,

@ the transformation from ¢ to such a Boolean combination is
effective

o if ¢ itself is a sentence, then only sentences of the above form
appear in the Boolean combination

e if qr(¢) =k, and n is the length of Z, then the bounds on r
and sare r<7K,s<k+n
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Winning Games and Locality of FO Revisited

Threshold Equivalence

Given two structures 2,5 in a relational vocabulary, we write
A S B if for every isomorphism type 7 of a d—neighborhood of
a point either

@ both 2 and B have the same number of points that d—realize
T, or

@ both 2 and B have at least m points that d—realize 7
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Winning Games and Locality of FO Revisited

Threshold Equivalence

Definition

Given two structures 2,5 in a relational vocabulary, we write

A Sfjjfn B if for every isomorphism type 7 of a d—neighborhood of
a point either

@ both 2 and B have the same number of points that d—realize
T, or

@ both 2 and B have at least m points that d—realize 7

For each k,/ > 0 there exist d, m > 0 such that for
2,8 € STRUCT[a],

2 :ffjfn B implies A =, B
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Winning Games and Locality of FO Revisited

That's All Folks!

Thank you for your time!
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