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Introduction



Definitions 

• f(i,n) = “The expected number of comparisons 
required to select iθX”

• tρX = “Rank of an element tϵX, so that 
(tρΧ)θΧ=t”



Algorithms 

1. Hoare’s Find (Quickselect)
2. Select (Version 1)
3. Improved Select (Version 2)



Hoare’s Find/Quickselect

Given an array A[l,…,p], we search for the ith
smallest element of the array

• Select (random) a pivot element
• Partition (A[l,…,q],A[q+1,…,p])
• Compute the index k of pivot element

1. if k=i, then A[k] is the answer
2. If k>i, then run quickselect for A[l,…,q]
3. If k<I, then run quickselect for A[q+1,p]



Trivial Lower and Upper Bound

THE ANALYSIS OF RANGE QUICKSELECT AND RELATED 
PROBLEMS 
CONRADO MART´INEZ, ALOIS PANHOLZER, AND HELMUT 
PRODINGER

For every selection algorithm



Select



Total comparisons 

• Choice of u and v
• Partitioning ( both elements of S and X\S)
• Select iθX from B
• Select iθΧ from A or C
• f(i,n) = sum(all of the above) 



Choice of u and v
For fixed tρS, we can compute where t should fall in X (Expected value and variance)

For the conditions reported previously

where d=d(n) a slowly unbounded growing function of n 
(  d=(ln(n))^(1/2)  to ensure                                                        )

The above equations mean that 



Upper bound for select 

The cost of selecting u and v can be estimated as follows:
•First we apply select recursively to S to select u, and then 
•We extract v from those elements of S which are greater than u.
These to operations cost:

There are n-s(n) elements to compare, and the propability that 2 comparisons will be 
made for an element is min(uρS,s+1-uρS)/(s+1) so that the total is:



Upper Bound for Select 
Considering that the probability that iθΧϵΑ or
ιθΧϵC is from (13) less than c/(dn), so that the 
Total work expected in this case is less than
3c/(2d) (which goes to 0 as n-->∞) we have the 
total cost :



Improved Select



Improved Select



Upper Bound for Select (version 2) 

Where the cost of selecting u1,v1 from S1 < 2s1 + 2(d(s1))^1/2,
and the cost of selecting uk=vk=iθX from Bk is (3dn)/(sk-1)^(1/2)



On the lower bound of (n-1) 
comparisons 



On the lower bound of (n-1) 
comparisons 

(we use notation x:y to denote a comparison between elements x and y) 

Proof
Firstly, we should mention that to determine which comparison is the key 
comparison for an element x, we must have already made all the comparisons
and iθΧ must have already been selected.
Assume that there is an element x!=iθX that doesn’t have a key comparison. 
This means its uncomparable with iθΧ, a contradiction to Theorem 1.



On the lower bound of (n-1) 
comparisons 

We will start by giving some definitions:
Definition 1
A fragment of a partial ordering (X,≤) is a maximal connected component of the 
partial ordering, that is, a maximal subset S of X such that the Hasse diagram of 
“≤” restricted to S is a connected graph. 

Definition 2 
A joining comparison is any comparison between elements belonging to distinct 
fragments 



On the lower bound of (n-1) 
comparisons 



ΕΥΧΑΡΙΣΤΩ ΓΙΑ ΤΗΝ ΠΡΟΣΟΧΗ ΣΑΣ 


	Expected Time Bounds for Selection 
	Introduction
	Definitions 
	Algorithms 
	Hoare’s Find/Quickselect
	Trivial Lower and Upper Bound
	Select
	Total comparisons 
	Choice of u and v
	Upper bound for select 
	Upper Bound for Select 
	Improved Select
	Improved Select
	Upper Bound for Select (version 2) 
	On the lower bound of (n-1) comparisons 
	On the lower bound of (n-1) comparisons 
	On the lower bound of (n-1) comparisons 
	On the lower bound of (n-1) comparisons 
	Slide Number 19

